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System Case
The system case is the metal and plastic box that houses the main components of the computer. Most people don't consider it a very important part of the computer (perhaps in the same way they wouldn't consider their own skin a very important body organ). While the case isn't as critical to the system as some other computer components (like the processor or hard disk), it has several important roles to play in the functioning of a properly-designed and well-built computer. 
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Internal, annotated view of a mid-tower case with motherboard installed.
(PC Power and Cooling's P2MT300B base system with Intel SE440BX-2 motherboard)

Image © 1999 PC Power & Cooling, Inc.
Image used with permission

The case doesn't appear to perform any function at all, at first glance. (I mean, it's a box!) However, this definitely isn't true; the case is in fact much more than just a box. The case has a role to play in several important areas: 

· Structure: The motherboard mounts into the case, and all the other internal components mount into either the motherboard or the case itself. The case must provide a solid structural framework for these components to ensure that everything fits together and works well. 

· Protection: The case protects the inside of your system from the outside world, and vice-versa. Vice versa? Yes, although most people don't think about that. With a good case, the inside of your computer is protected from physical damage, foreign objects and electrical interference. Everything outside of your computer is protected from noise created by the components inside the box, and electrical interference as well. In particular, your system's power supply, due to how it works, generates a good deal of radio-frequency (RF) interference, which without a case could wreak havoc on other electronic devices nearby. 

· Cooling: Components that run cool last longer and give much less trouble to their owner. Cooling problems don't announce themselves; you won't get a "System Cooling Error" on your screen, you'll get random-seeming lockups and glitches with various parts of your system. You'll also have peripherals and drives failing months or years before they do on your friend's computer, and you'll never even dream that poor cooling is the cause. Making sure that your system is cooled properly is one good way to save yourself time, trouble and money.

Note: A spacious, well laid-out case is a critical part of proper system cooling. Small cases require components to be packed close together, which worsens cooling in two ways. First, air flow through the case is reduced because it is blocked by the components. Second, the parts are closer together so there is less space for heat to radiate away from the devices that are generating it. This procedure has tips about how to properly lay out a new PC in the case.

· Organization and Expandability: The case is key to a physical system organization that makes sense. If you want to add a hard disk, CD-ROM, tape backup or other internal device to your PC, the case is where it goes. If your case is poorly designed or too small, your upgrade or expansion options will be limited. 

· Aesthetics: The system case is what people see when they look at your computer. For some people this isn't important at all; for others it's essential that their machine look good, or at least fit somewhat into their decor. In an office environment, PCs that all look different can give a work center a "hodge-podge" appearance that some consider unprofessional, for example. 

· Status Display: The case contains lights that give the user information about what is going on inside the box (not a lot, but some). Some of these are built into the case and others are part of the devices that are mounted into the case. 

In terms of its actual operation, the case doesn't of course do a lot. It does have switches and the above-mentioned status lights.

Memory

Read-Only Memory (ROM)
One major type of memory that is used in PCs is called read-only memory, or ROM for short. ROM is a type of memory that normally can only be read, as opposed to RAM which can be both read and written. There are two main reasons that read-only memory is used for certain functions within the PC: 

· Permanence: The values stored in ROM are always there, whether the power is on or not. A ROM can be removed from the PC, stored for an indefinite period of time, and then replaced, and the data it contains will still be there. For this reason, it is called non-volatile storage. A hard disk is also non-volatile, for the same reason, but regular RAM is not. 

· Security: The fact that ROM cannot easily be modified provides a measure of security against accidental (or malicious) changes to its contents. You are not going to find viruses infecting true ROMs, for example; it's just not possible. (It's technically possible with erasable EPROMs, though in practice never seen.) 

Read-only memory is most commonly used to store system-level programs that we want to have available to the PC at all times. The most common example is the system BIOS program, which is stored in a ROM called (amazingly enough) the system BIOS ROM. Having this in a permanent ROM means it is available when the power is turned on so that the PC can use it to boot up the system. Remember that when you first turn on the PC the system memory is empty, so there has to be something for the PC to use when it starts up. See this section for a description of the system BIOS ROM; see here for a description of the system boot sequence.

While the whole point of a ROM is supposed to be that the contents cannot be changed, there are times when being able to change the contents of a ROM can be very useful. There are several ROM variants that can be changed under certain circumstances; these can be thought of as "mostly read-only memory". :^) The following are the different types of ROMs with a description of their relative modifiability: 

· ROM: A regular ROM is constructed from hard-wired logic, encoded in the silicon itself, much the way that a processor is. It is designed to perform a specific function and cannot be changed. This is inflexible and so regular ROMs are only used generally for programs that are static (not changing often) and mass-produced. This product is analagous to a commercial software CD-ROM that you purchase in a store. 

· Programmable ROM (PROM): This is a type of ROM that can be programmed using special equipment; it can be written to, but only once. This is useful for companies that make their own ROMs from software they write, because when they change their code they can create new PROMs without requiring expensive equipment. This is similar to the way a CD-ROM recorder works by letting you "burn" programs onto blanks once and then letting you read from them many times. In fact, programming a PROM is also called burning, just like burning a CD-R, and it is comparable in terms of its flexibility. 

· Erasable Programmable ROM (EPROM): An EPROM is a ROM that can be erased and reprogrammed. A little glass window is installed in the top of the ROM package, through which you can actually see the chip that holds the memory. Ultraviolet light of a specific frequency can be shined through this window for a specified period of time, which will erase the EPROM and allow it to be reprogrammed again. Obviously this is much more useful than a regular PROM, but it does require the erasing light. Continuing the "CD" analogy, this technology is analogous to a reusable CD-RW. 

· Electrically Erasable Programmable ROM (EEPROM): The next level of erasability is the EEPROM, which can be erased under software control. This is the most flexible type of ROM, and is now commonly used for holding BIOS programs. When you hear reference to a "flash BIOS" or doing a BIOS upgrade by "flashing", this refers to reprogramming the BIOS EEPROM with a special software program. Here we are blurring the line a bit between what "read-only" really means, but remember that this rewriting is done maybe once a year or so, compared to real read-write memory (RAM) where rewriting is done often many times per second! 



Note: One thing that sometimes confuses people is that since RAM is the "opposite" of ROM (since RAM is read-write and ROM is read-only), and since RAM stands for "random access memory", they think that ROM is not random access. This is not true; any location can be read from ROM in any order, so it is random access as well, just not writeable. RAM gets its name because earlier read-write memories were sequential, and did not allow random access.

Finally, one other characteristic of ROM, compared to RAM, is that it is much slower, typically having double the access time of RAM or more. This is one reason why the code in the BIOS ROM is often shadowed to improve performance. 

Random Access Memory (RAM)

Static RAM (SRAM)
Static RAM is a type of RAM that holds its data without external refresh, for as long as power is supplied to the circuit. This is contrasted to dynamic RAM (DRAM), which must be refreshed many times per second in order to hold its data contents. SRAMs are used for specific applications within the PC, where their strengths outweigh their weaknesses compared to DRAM: 

· Simplicity: SRAMs don't require external refresh circuitry or other work in order for them to keep their data intact. 

· Speed: SRAM is faster than DRAM. 

In contrast, SRAMs have the following weaknesses, compared to DRAMs: 

· Cost: SRAM is, byte for byte, several times more expensive than DRAM. 

· Size: SRAMs take up much more space than DRAMs (which is part of why the cost is higher). 

These advantages and disadvantages taken together obviously show that performance-wise, SRAM is superior to DRAM, and we would use it exclusively if only we could do so economically. Unfortunately, 32 MB of SRAM would be prohibitively large and costly, which is why DRAM is used for system memory. SRAMs are used instead for level 1 cache and level 2 cache memory, for which it is perfectly suited; cache memory needs to be very fast, and not very large.

SRAM is manufactured in a way rather similar to how processors are: highly-integrated transistor patterns photo-etched into silicon. Each SRAM bit is comprised of between four and six transistors, which is why SRAM takes up much more space compared to DRAM, which uses only one (plus a capacitor). Because an SRAM chip is comprised of thousands or millions of identical cells, it is much easier to make than a CPU, which is a large die with a non-repetitive structure. This is one reason why RAM chips cost much less than processors do. See this discussion of how processors are manufactured; this process is similar (but simplified somewhat) for making memory circuits.

Dynamic RAM (DRAM)

PCI 

Acronym for Peripheral Component Interconnect, a local bus standard developed by Intel Corporation. Most modern PCs include a PCI bus in addition to a more general ISA expansion bus. Many analysts, however, believe that PCI will eventually supplant ISA entirely. PCI is also used on newer versions of the Macintosh computer. 

PCI is a 64-bit bus, though it is usually implemented as a 32-bit bus. It can run at clock speeds of 33 or 66 MHz. At 32 bits and 33 MHz, it yields a throughput rate of 133 MBps. 

Although it was developed by Intel, PCI is not tied to any particular family of microprocessors. 

Disk Interfaces

System Bus Interface

Every hard disk interface communicates with the PC over one of the system's I/O buses. This usually means the PCI, VLB or ISA bus. Logically, the hard disk interface is one device on the system I/O bus, which is connected to the memory, processor and other parts of the system.

The choice of bus type has a great impact on the features and performance of the interface. Higher-performance interfaces, including the faster transfer modes of both IDE/ATA and SCSI, require an interface over a local bus, which means either PCI or VLB. The ISA bus is too antiquated for high-speed transfers, and is still found only on much older machines. The speed of the system bus is also important. The standard speed for the PCI bus on Pentium-class systems is either 25, 30 or 33 MHz. The faster the bus, the faster the interface (simplistically speaking).

Most older machines use a dedicated hard disk interface card that goes into a system bus slot and then connects to the drives internally. Most newer machines that use PCI, have the ports for two IDE/ATA channels built into the motherboard itself. In practical terms, there is no real difference except for the cost savings associated with not needing to put a separate hard disk interface card into the PC when it is built into the motherboard.

EIDE

1.0 What is EIDE? What is Fast-ATA?

Enhanced IDE (EIDE) is a marketing program from Western Digital consisting of a software part--an Enhanced BIOS specification which breaks the 504MB barrier--and a hardware part that has been derived from the ATA-2 (hard drives) and ATA-PI (tapes, CD-ROMs) standards. Fast-ATA is a similar Seagate marketing program, endorsed by Quantum, that limits itself to ATA-2 (hard drives) only. If you're unfamiliar with these terms, read on :^) 

1.1 What is ATA/IDE?

ATA (AT Attachment) and IDE (Integrated Drive Electronics - or numerous other interpretations) are one and the same thing: a disk drive implementation designed to integrate the controller onto the drive itself, thereby reducing interface costs, and making firmware implementations easier. This low cost/easy integration created a boom in the disk drive industry, as PC integrators readily ate up the low-cost alternative. Since the late 80's, ATA (as it is properly called), has become the drive of choice for the cost inhibited buyer. 

1.2 What is ATA-2?

ATA-2 is a compatible extension of ATA (IDE). The most important additions are performance enhancing features such as fast PIO and DMA modes. Another important novelty is the souped-up Identify Drive command allowing a drive to tell the software exactly what its characteristics are; this is essential for both Plug'n'Play and compatibility with future revisions of the standard. 

While there is also a new way of addressing sectors on the harddisk (LBA), this is merely a simplification. Contrary to common myth LBA has nothing to do with breaking the famous 504MB (528MB) barrier. In fact, even in the old ATA (aka IDE) standard the theoretical size limit is well over 100GB. 

1.3 What is ATA-3?

Oh, help, don't ask. The first draft is out but it's a moving target at this stage. There's no ATA-3 equipment. 

1.4 What is ATA-PI?

ATA Packet Interface is a standard (draft) designed for devices such as CD-ROMs and tape drives that plug into an ordinary ATA (IDE) port. The principal advantage of ATAPI hardware is that it's cheap and works on your current adapter. For CD-ROMs, it has a somewhat lower CPU usage compared to proprietary adapters but there's no performance gain otherwise. For tape drives, ATAPI has potential for superior performance and reliability compared to the popular QIC117 "floppy" tape devices. 

While ATAPI CD-ROMs use the harddisk interface, this does not mean that they look like an ordinary harddisk; to the contrary, from a software point of view they are a completely different kind of animal. They actually most closely resemble a SCSI device. 

This means that intelligent (e.g. caching) controllers that are not ATAPI aware will NOT work with these devices. This also means that, at present, you cannot boot from an ATAPI CD-ROM and you still must load a driver to use it under DOS or Windows. You can expect native ATAPI support in most new operating systems, though, and the first ATAPI-aware BIOS that will even allow booting from an ATAPI CD-ROM has already been introduced. 

1.5 What is an Enhanced BIOS?

An Enhanced BIOS is a BIOS that makes it possible to use hard disks exceeding the (in)famous 504MB (528 million bytes) barrier with DOS/Windows. The origin of this limit is the disk geometry (cylinders, heads, sectors) supported by the combination of an IDE drive and the BIOS' software interface. Both IDE and the BIOS are capable of supporting huge disks, but their combined limitations conspire to restrict the useful capacity to 504MB. 

An Enhanced BIOS circumvents this by using a different geometry when talking to the drive than when talking to the software. What happens in between is called 'translation'. For example, if your drive has 1500 cylinders and 16 heads, a translating BIOS will make programs think that the drive has 750 cylinders and 32 heads. 

Unfortunately there are several flavors of translating BIOSes. The de facto standard is the Microsoft/IBM 'INT 13 Extensions' document; Phoenix has presented a superset of this in their Enhanced BIOS specification. Phoenix, AMI and Award BIOSes are based on this. Another popular flavor, which is flawed and lacks vital features found in the MS/IBM and Phoenix standards, is that of the Western Digital Enhanced IDE Implementation Guide. However, the Phoenix EBIOS has broader support in the industry and is the more future-proof variant: apart from the translation, the Phoenix Enhanced BIOS specification has room for expansion beyond four ATA devices and adds important new data structures and calls to the INT13 (software) interface. 
3.1.2 What are PIO modes?

The PIO mode determines how fast data is transferred to and from the drive. In the slowest possible mode, PIO mode 0, the data cycle time can not exceed 600 nanoseconds. In a single cycle, 16 bits are transferred in or out of the drive. In a single sector, there are 256 words (16 bits = 1 word); 2048 sectors make up a megabyte. So, mathematically, 

       1 cycle   1 sector     1 megabyte    2000

       ------- * --------- * ------------ = ----- = 3.3MB/s

        600ns    256 words   2048 sectors   600ns

So, the theoretical transfer rate of PIO Mode 0 (600ns cycle time) is 3.3 megabytes per second. 

Here are the rest of the PIO modes, with their respective transfer rates: 

PRIVATE
PIO Mode
Cycle time
(ns)
Transfer rate
(MB/s)
Notes 

0
600
3.3
these are the old ATA modes 

1
383
5.2 


2
240
8.3 


3
180 IORDY
11.1
These are the newer ATA modes 

4
120 IORDY
16.6 


The ATA-2 specific modes (3 and 4) use IORDY hardware flow control. This means that the drive can use the IORDY line to slow down the interface when necessary. Interfaces without proper IORDY support may cause data corruption in the fast PIO modes; with these you're stuck with the slower modes, with typically half the bandwidth. 

When interrogated with an Identify Drive command, a harddisk returns, among other things, information about the PIO and DMA modes it is capable of using. 

3.1.3 What are DMA modes?

DMA or Direct Memory Access means that the data is transferred directly between drive and memory without using the CPU as an intermediary, in contrast to PIO. In true multitasking operating systems like OS/2 or Linux, DMA leaves the CPU free to do something useful during disk transfers. In a DOS/Windows environment the CPU will have to wait for the transfer to finish anyway, so in these cases DMA isn't terribly useful. 

There are two distinct types of direct memory access: DMA and busmastering DMA. Ordinary DMA relies on the DMA controller on the system's mainboard to perform the complex task of arbitration, grabbing the system bus and transferring the data. In the case of busmastering DMA, all this is done by logic on the interface card itself. Of course, this adds considerably to the complexity and the price of a busmastering interface. 

Unfortunately, the DMA controller on ISA systems is ancient and slow, and out of the question for use with a modern harddisk. VLB cards cannot be used as DMA targets at all and can only do busmastering DMA. It is only on EISA- and PCI-based interfaces that non-busmastering DMA is viable: EISA type 'B' DMA will transfer 4MB/s, PCI type 'F' DMA between 6 and 8MB/s. Today, proper software support for DMA is still rare, as are interfaces supporting it. 
[image: image2.png]DEATA Singe Word DA 0 2
DEATA 700 5
DEATA Snge Word DNIA e
DEATA Miirord VA D P
SaniariSCS1 ,, 5
DEATA w01 52
DEATA 702 5
DEATA Snge o MA 2 5
Wi scs1 ,, o
Farscst ,, o
TDEATAZ 703 i
EDEATAZ | Muiwod DA T s
TDEATAZ w04 e
EDEATAZ | Mo DMAZ e
Fat Wi SC51 ,, 20
Uirascst 20
Ui ATA oDl s
Ui i 551 B w0





SCSI

Abbreviation of Small Computer System Interface. Pronounced "scuzzy," SCSI is a parallel interface standard used by Apple Macintosh computers, PCs, and many UNIX systems for attaching peripheral devices to computers. Nearly all Apple Macintosh computers, excluding only the earliest Macs and the recent iMac, come with a SCSI port for attaching devices such as disk drives and printers. 

SCSI interfaces provide for faster data transmission rates (up to 80 megabytes per second) than standard serial and parallel ports. In addition, you can attach many devices to a single SCSI port, so that SCSI is really an I/O bus rather than simply an interface. Although SCSI is an ANSI standard, there are many variations of it, so two SCSI interfaces may be incompatible. For example, SCSI supports several types of connectors. 

While SCSI has been the standard interface for Macintoshes, the iMac comes with IDE, a less expensive interface, in which the controller is integrated into the disk or CD-ROM drive. Other interfaces supported by PCs include enhanced IDE and ESDI for mass storage devices, and Centronics for printers. You can, however, attach SCSI devices to a PC by inserting a SCSI board in one of the expansion slots. Many high-end new PCs come with SCSI built in. Note, however, that the lack of a single SCSI standard means that some devices may not work with some SCSI boards. 

The following varieties of SCSI are currently implemented: 

· SCSI-1: Uses an 8-bit bus, and supports data rates of 4 MBps 

· SCSI-2: Same as SCSI-1, but uses a 50-pin connector instead of a 25-pin connector, and supports multiple devices. This is what most people mean when they refer to plain SCSI. 

· Wide SCSI: Uses a wider cable (168 cable lines to 68 pins) to support 16-bit transfers. 

· Fast SCSI: Uses an 8-bit bus, but doubles the clock rate to support data rates of 10 MBps. 

· Fast Wide SCSI: Uses a 16-bit bus and supports data rates of 20 MBps. 

· Ultra SCSI: Uses an 8-bit bus, and supports data rates of 20 MBps. 

· SCSI-3: Uses a 16-bit bus and supports data rates of 40 MBps. Also called Ultra Wide SCSI. 

IDE/ATA vs. SCSI: Interface Comparison

Since the market has come to be dominated by the two interface standards, IDE/ATA and SCSI, the question of "which is better" has been bandied about endlessly on the Internet and in other places as well. The simple answer is that neither is better than the other, absolutely. Why? Because if one were clearly superior to the other in every way, the superior one would have taken over the market completely and forced the other one out. The fact that both are in common use (and have been for many years) proves that both have valid reasons for being on the market. Contrast this to the older ST-506/412 interface, for example, which was obsoleted by IDE/ATA since it had no advantages to cause it to persist, and disappeared very quickly.

Whether IDE/ATA or SCSI is better depends on what your needs are, and how much you are willing to spend. In this section I attempt to put the issue in perspective by looking at various performance and quality aspects of the interface and seeing how IDE/ATA and SCSI stack up at each. Of course this will be colored somewhat by my own experience and biases (the entire web site is--that's just life). However, I am attempting here to be as objective as possible in contrasting the two interfaces, and trying to be comprehensive in looking at all of the aspects that are relevant to making a decision.

A primary deciding factor in the SCSI vs. IDE/ATA question is the number of devices you plan to use (or use in the future) in your system. In many respects, IDE/ATA is superior if you are using only one, two or three devices such as hard disks or CD-ROMs. If you are using many devices, say over four, then SCSI is superior to IDE/ATA in several different respects.

Video Cards

Unaccelerated and Accelerated Video Cards

The video card is only one part of the equation that determines what you see on your screen. It is in a way the "middle man", working between the processor and the monitor. The monitor, of course, is what actually provides the display that you see. The processor computes and thus determines what you are going to see. A conventional video card does the job of translating what the processor produces into a form that the monitor can display.

Older video cards did this translation only; they were rather dumb in that they could only take what the processor created and send it to the monitor. The processor did all of the work of deciding what would be displayed. This was fine for older environments like DOS, and especially for text-based output where the amount of information involved was small. When graphical operating systems like Windows became the norm, suddenly large amounts of data were being shuffled around on the screen, and the CPU was spending a lot of time moving windows around, and drawing boxes and cursors and frames. As a result the processor would often get bogged down and performance would decrease--dramatically.

To clear this bottleneck companies began making cards called accelerators; in fact, Windows drove this effort so much that they were often called Windows accelerators. These were video cards that added smarts to enable them to do much of the video calculating work that had been previously done by the processor. With an accelerator, when the system needs to draw a box on the screen, it doesn't compute where all the pixels need to be and what color, it sends a request to the video card saying "draw a window at these locations" and the video card does it. The processor can then go on to do more useful work. The accelerator, for its part, can be highly customized and tailored to this specific job, and therefore be far more efficient at it than the processor.

This offloading of video calculation work has led to a many-fold increase in the power of the video subsystem in a modern PC. Virtually all modern video cards incorporate acceleration, some of it quite sophisticated. In essence, the video card becomes a coprocessor, working with the main CPU. Continuing the trend, new 3D accelerators are becoming more common, which offload the (tremendously time-consuming) work of 3D animation from the processor as well.

Refresh Rates and Interlacing

The image you see on the monitor's screen is displayed by the dots of phosphorescent material. Each dot is illuminated to a specific intensity based on the video       ccsignal, and the use of red, green and blue dots allows the creation of a large number of different colors. Each time a dot of material is struck by the electron beam in the CRT, it glows for a fraction of a second and then fades.

In order to maintain a stable image, the electron beam must sweep the entire surface of the screen and then return to redraw it, many times per second. This process is called refresh or refreshing of the screen. If the electron beam takes too long to return and redraw a pixel, the pixel will begin to fade in brightness and then return to full brightness when redrawn. Over the full surface of the screen, this becomes visible as a "flicker" in the image, which can be both distracting and hard on the eyes.

In order to avoid flicker, the screen image must be redrawn sufficiently quickly that the eye cannot tell that refresh is going on. The refresh rate is the number of times per second that the screen is refreshed. The refresh rate necessary to avoid flicker varies with the individual, because it is based on the eye's ability to notice the repainting of the image many times per second. Some people are more sensitive to this than others. Note that flicker also depends on the size of the monitor.

Flicker is easier to see on a larger monitor than on a small one because there is more screen in the field of vision of the user. My experience has generally been as follows: 

     Most individuals notice flicker at refresh rates below 60 Hz. 

     Many individuals have a problem with flicker at 60 Hz. 

     Some individuals see flicker at refresh rates above 60 but below 72 Hz. 

     A small percentage of individuals notice flicker at 72 Hz. 

     Very few people notice flicker at refresh rates above 72 Hz. 

Higher refresh rates are preferred for better comfort in viewing the monitor, although above a certain point there is no appreciable difference. Certainly most people cannot tell the difference between refresh rates above 80 Hz, and I know of nobody who can distinguish rates above 100 Hz. Bear in mind also that environmental factors, including the lighting level in the room, can affect perceived flicker as well.

The maximum refresh rate possible depends on the resolution of the image. Higher resolution images generally max out at lower refresh rates than lower resolution images, because the monitor has more surface area to cover with each sweep. Support for a given refresh rate requires two things: support from the video card to generate the refresh signal at the appropriate speed, and support from the monitor to handle the refresh. The video card has several factors that determine its ability to generate high refresh rates. This can be somewhat complicated; see the companion section on refresh in the video card chapter, for more details. The monitor's ability to handle a given refresh rate is a function of its design and size, and also its input bandwidth, the limit of how much information it can handle being sent from the video card every second. The input bandwidth must be at least as high as the bandwidth being output from the video card.

Every monitor should include as part of its specifications a list of the resolutions it supports and what the maximum refresh rate is for each resolution. This means that you don't have to concern yourself with the details of bandwidth, scan speeds and the like--all you need to do is to read the manual and determine what the maximum refresh is at whatever resolutions you want to use. The video card must be set not to attempt to refresh at a rate that exceeds the limit for the monitor.

In fact, it's even easier than that now; to eliminate potential problems, many video cards now include setup utilities that are pre-programmed with information about popular monitors. You select a monitor and the video card automatically knows what resolutions are supported, as well as the refresh limits for each. Windows 95 extends this a step by supporting Plug and Play for monitors; you plug the monitor in and Windows will detect it, set the correct display type and choose the optimal

refresh rate, all automatically.

Pixels, Dots and Resolution

The image that is displayed on the monitor is made up of a gridwork of horizontal and vertical dots called pixels. The number of pixels that can be displayed on the screen at one time is normally called the resolution of the image (or screen) and is expressed as a pair of numbers such as 640x480. More explanation on pixels and resolution can be found in this section on video cards.

While the pixel is the smallest element of a video image, it is not the smallest element of a monitor's screen. Since each pixel on a color display must be made up of three separate colors, there are in fact smaller red, green and blue dots on the surface of the CRT that make up the image. The term dot is used to refer to these small elements that make up the displayed image on the screen.

In order to use different resolutions on a monitor, the monitor must be able to support automatic changing of resolution modes. Originally, monitors were fixed at a particular resolution, but most monitors today are capable of changing their displayed resolution under software control. This lets you use higher or lower resolution depending on the needs of your application.

As time goes on and people do more and more with their PCs, the virtual desktop becomes more and more cramped, and it becomes desirable to be able to use higher resolutions. A higher resolution display lets you see more on your screen at one time and is particularly useful for operating systems like Windows. The maximum resolution that a monitor can display is limited by the size of the monitor and the characteristics of the CRT. In addition, the monitor must have sufficient input bandwidth to allow for refresh of the screen, which becomes more difficult at higher resolutions because there is so much more information being sent to the monitor.

While running the monitor at a higher resolution can be useful, it's important to remember that this makes each pixel on the screen appear smaller as well. Running a high resolution display on a small monitor can be very hard on the eyes.

